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1. Introduction

In successive sampling information collected on the matched
portion of the sample is used to improve the estimate of the popula
tion character under study. The theory has been developed by Jessen
(1942), Yates (1949), Patterson (1950), Tikkivval (1951, 55, 56), Eckler
(1955) etc. The theory of successive sampling in the case of multi
stage design has been considered by Tikkiwal ( 964, 65), Singh, D.
(1968), Singh, D.and Kathuria, O.P. (1969), Abraham etal (1969) and
Singh, S. (1970) etc. When auxiliary information on some characters
highly correlated with the character under study is also available itcan
further be utilised to improve the estimate. Estimates of population
mean utilising auxiliary characters have been discussed in one stage ,
successive sampling by J.A. Sastri (1970). In this paper an attempt
hasbeen made to provide minimum variance unbiased liaearestimates
of (0 the population mean on the most recent occasion (/7) the
change in the population mean from one occasion to another and
{Hi) an overall estimate of population mean overall occassions, for a
two stage design in which primary stage units are partially replaced
and the second stage units in the retained primaries havebeen kept

. fixed. The entire study has been made under general correlation
model.

2. A RESULT

For the sake of clarity and completeness it is worthwhile to
consider a well known result regarding minimisation of the variance
of a linear function. Let there be a function of type

/(f)=«'^+J -(2.1)

where « and are column vectors of coefficients and random vari

ables respectively. If variance covariance matrix of f is So and
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COvariance of y with £ is such that cov (y, Xi)=—Zi, theii varniace

of/(-) is given by
Vf(a)=.a'^^a_ + V(y)-2a'z

Minimising this variance with respect to a's, it follows that £ can be
obtained by solving the equations

2o?. = i -(2.2)

as

...(2.3)

and

• -1

. Mill Vf{±)=V{y)- ^ So £ •••(2-4)

3. Estimation of mean

3.1 Sampling on/z occasions:

Assume that the population considered consists of 'N' primary
stage units (psu's), each containing 'M' second stage units (ssu's).

Following the simple random sampling at both the stages onthe
first occasion select psu's and from each selected psu select'm'
ssu's. Selection at both stages being vvithout replacement. A sub-
sample of size 'np' of the selected psu's along with their ssu's is
retained on the second occasion and is -supplemented by selecting
afresh 'nq' psu's from the units not selected on the first occasion,
(/7-t-9 = l). In each of psu's selection of ssu's is done as in the
case of first occasion. The psu's retained during the second occasion
have been retained alongwith their ssu's in all the subsequent occas
ions whereas the remaining •nq'' psu's have been selected afresh at
each occasion from the units not selected on previous occasion.
We assume further that (i) the population considered is large {ii)
the sample size is constant on each occasion and> (»0 any common-

; ness of units between two occasions . in 'hq'' units selected afresh
every'time is ignored. When the information on K auxiliary charac
ters Xi, X2,...Xk which are highly correlated with the character under
study Y is available, an unbiased linear estimate of the population
mean for the Ath occasion can be put as,.

/H-1-

y*

/=! v^i 7^1

/V ri

=2 2^ ^ -y/'}+ ,...(3.1.1)
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where

'Xi : Population mean of the /"* auxiliairy character

Yt : Population mean of the character under study at the
occasion.

: mean per ssu of the auxiliary variate based on

(0 nmp units which are common to all occasions for v=l
and all /;

(ii) and nmq units which are selected afresh for v=2 to
h-\-l and all /, -

y't : mean per ssu of the variate under study at the
occasion for the nmp units which are common to all

occasions.

, y"t : mean per ssu of the variate under study at the accasion
for nmq units which are selected afresh in the t*''
occasion.

We define.

m

where.

a*, =

P*V = ' P'*V + P"*V

= .9*'uSh,, s,y^+

" ' ^wyt SwyrPit' = P'tt Sfjy^ Sfjy '̂ + p"(t

• N

1=1.

N M

»=1 ;=i

m
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/

N

/hi
/=:1

N M

N

p;7 Sb,, Sb,,' =^ VOi:u-x^) {xu-m
Z=1

N M

p"7 Swx '̂ = ^^ ^ -^h)
J=i ;=1

N. ' '

^bxi^byt =

iV M

;=1 j=\

N

p'«' ^ (T<.- Fo (fh-r/)
1=1

AT M

(= 1 7=1

p'** = correlation between the psu means of the P and
u l'*" auxiliary variates. {1^1' and l,l'=\,2,...k)

p'** = correlation between the ssu means of the and
n /'"* auxiliary variates. {l^l and /, l'=\, 2,...k)

p'* •= correlation between the psu means of the
u auxliary variate and the variate under study at the

occasion.

p"* = correlation between the ssu means of the. auxili-
u ary variate &nd the variat? un^er stydy at the

occasion.



trSE OF AUXiLIARY INFORMAxfoN'iN TW6 STATE 105

Pit

p" '^ it

Ytii

Yti

X.

= correlation between the psu means of the variate
under study at the t*'' and occasion.

_ correlation between the ssu means of the variate
under study at the and t'*" occasion.

= the observation of the character under study on the
ssu, in the i""psu at the t"' occasion.

M

= -VM zL
j=l

tij

Hi

ssu, in the i*'' psu.
the observation of the P auxiliary variate on the

u

1

M

M

/=1

Optimum values of (1=1,2,.... k-,v= 1, 2,...A+1) and
0=1, 2,.... A) which will minimise the V(yn) can be obtained

from the equation

^^4=5 (3.1.2.)
where X is a matrix of dimensions {k(h+l)+h, kih+l)+h}.

X=

where

21

XjiZ.

c\ C',..

-X,,

.X,u

-.Xui,

•C\

A

Cs

D
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c,

' when/=/'

when l^V

when ti^t'

1=1, 2,...k

£,•=(^*1,, P*12,.••?*!») is a row vector of h elements
Fi=iWu')) t, t'=\, 2,...h

when/=f'

=0 when

i>=((?«')) whenf'=l,
when t=t'

when

A=[aii, 1^21} Cl22,---^2ih+ll ^JclJ flS2>"-^S)'i+l ' biibi-'-biA
and > ,

5=[0,0,...,—; ...;0,0,; 0,0 .p*n]
/4 and 5 are column vectors of (A:(/!+1)+/!) elements.

It can be seen that the vectors A and B correspond to vectors
a andz of section 2 and the matrix x and 'fn correspond-to So and y

. therein. The variance in (2.4) in this case, after a little simplification
/ reduces to

where ' ' .

13

P**i2 • a" 23

rit

Ifc

2h

P*M

...(3.1.3)

is a determinant and Po is the determinant obtained by omitting the
last row and-last column of Pt-
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Particular Cases
i

3.2. Sampling on h occasions without using auxiliary characters

The estimate of mean at the occasion and its variance can

be deduced from equations (3.1.1) and (3.1.3) respectively as

h

{yido=^bt{Tj't-y"t)-Vy\ ...(3.2.1)
j=l

and.

/ where

Z7(= pKft

...(3.2.2)

Aft
t=\, 2,...h

and Aft is the determinant of the matrix D, and Aft« is the cofactor
of the element common to the h^^ row and t '̂̂ column in As- This
particular case has been discussed in reference (10).

3.3 Sampling on two occasions with one auxiliary character ' ,

Substituting h—2 and k=' \ in (3.1.1), we get

3 • . 2

^fli«(«n,-^i)+...(3.3.1
v,'here

2/2=

flii=

V=1

Ph

a*iA

J!n
a*iA L

^13= - a*iA

t _ pqhh

U^Phh -

t-r.

r=l

pqhu

hh
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?-a-&'2— ^2
1

12

a'

and

A =/l?2

Now variance y.^ would be

UU-qt^^

Ihh-q't^' J
(3.3.2)

In this case, when no auxiliary information is employed t^=a^;
and ?3=P12 then equations (3.3.1) and (3.3.2) become as,

and

nViH~qTn)
3.4. Unistage design

..,(3.3.3)

...(3.3.4)

It is easy to see that when the design is unistage, putting m—M
we have

P<t'=p'ii' S/yy^ Shy^-
P*«=P'*» Shy,

and

P'V=p'-„' Sb,, S,,.

Now with these definitions of a<, a*,, and P**m' we
deduce theestimate and variance from (3.1.1) and (3.1.3) Jespectively.
In particular, if there are two occasions and one auxiliary character
then

f(l--p'=Ni)(i--P'*,.)--<7(P'1.-P'*n 9'\.r
1(1 -p'^i)(i--p'^.)--^'(P'i2-P'*n P'^a)',

...(3.4.II
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This case has been discussed in reference (7).

4. - Estimate of change between and occasion

4.1 An estimate utilising k auxiliary characters

In the course of time, when information is available on a
number of occasions, we can improve the estimates on earlier
occasions utilising t^e information collected on subsequent occasions.
An unbiased linear estimate of change between the current estimate
at the /i"' occasion and an improved estimate at the occasion
can be obtained as,

k /i+l _ h
• Cn,n-r= S 2 f- S Vi

/=! i>=l , t=\

...(4.1.1)

and minimum variance as

... (4.1.2)

In this case a',/j(/=l, ; v=l, 2,.../j+ l) and b't's it=\, 2,...h)
are obtained from the equation given by

XAo=Bo ...(4.1.3)
where

^o=[fln> a'21, a'22y-a'•••', a'sj, a'k2,---a'jc,k+i;
b\,b'2...b',]

and

B„=[0, 0, 0....,-(3V ; 0,0,0,...; ; 0,0,0,...-p*,,.;
0,0,0,...

Ao and Bo are column vectors of {Kih+1) +h} elements. It is
seen that the vectors Ao and Bo correspond to a and z of section 2.
and (y"h—y"h-i) stands for y therein. " ~ ~

Particular Cases

4.2. Sampling on h occasions without using auxiliary characters
When no auxiliary information is employed an estimate of

change between /z"' and {h—1)"' occasion is given by
h

(Cft,ft-i)o= ^ ^b't{y't—y"t)-\-y"rt—y\--y ...(4.2.1)
and variance of {Cn,h-do is

F(C.,...)._^(l+iV.)+^(l-6..) ...(4.2.2)
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where b't's are obtained as

1il'
a t P^hAht-po-h-iAh-i, t

4.3. Sampling on two occasions with one auxiliary character

In this particular case putting /j=2 and k=l in (4.1.1) it is
seen that

3 _ 2

<^12= (4.3.1)

where

and

—P
«n= <X*iAL

" A ht-2-0S^-pt2ts

hh 1h^~Phh

h-\-qh^
L

b\=
A

Now

V{c^^)-
1

nAL
(^1 4" 0(^1^2 9^3^)

when no auxiliary information is available, then (4.3.2) would be,

...(4.3.3)yic ) = 1 U°^l+'X2)(«l«2-?Pl^^)-2pKl«2Pl2
n «i«2-?'13i2'

...(4.3.2)

5. Estimate of overall mean

5.1. Sampling on h occasions with k auxiliary characters

An overall unbiased' linear estimate of the population mean
over A occasions for the type of sampling pattern, considerd can be
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s "2' .-«+ s»,{w.-r.)+r,) (5.1.1)
/=! y=l '=1

where dt's {t=l, 2...h) are some suitable weights depending upon the
h

relative importance of the occasions, such that ^0(=1. Optimum^
values of (/=1, 2,.-/c ; v=l, 2i.../i+l) and V's 0=1, 2,.../i)
which will minimise the variance V{Ei^ are obtained from the
equations

YA^=B^

where F is a matrix ofdimension {/c(/i+ l)+ft, kQi+\)+lr}

•^21 X22

y=

Gi' G,'

where Xu is as defined in Section 3.

G,=

Gi

Za, G^

Xm. Gs

Gfc' fi

/=!, 2 A:

^ /I elements

S^t'=-0Ai

= 0

A=((-l'»'))

= Btqh;

t, r'=i, 2.../J

when t=t'

when t^t'

t, t'=\, 2.. h

when t=t'

when t^t'

Ai —{a"ii, ^"22) \ ki, O. Sa, ••
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and

5i=[0, -e,p%a,

... —/702a2...j70ftaft]

Ai and are column vectors of {A:(/!+1)+/j} elements.

Now minimum variance of the estimate Eu would be,

h

r=l • •

Particular Cases

5.2. Sampling on h occasions without using auxiliary characters

When no auxiliary information is employed, an overall linear
unbiased estimate of the population mean would be given by

h

{En\^%^e\[bt"{y't-y"t)+y"t} ...(5.2.1)

and variance of would be

h .

...(5.2.2)

2= 1,

where

h

bt"—Alt
St^i,

i^-i

5.3. Sampling on two occasions with one auxiliary character

Putting h 2 and k-= 1 in (5.1.1) it is seen that .

3 ' 2

^2= «"i.(^i-^i)+ ^Bt{bt"{y't-y"t)+rt) ' ...(5.3.1)
v=l t=l

where
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1

. Ph

"0xA

b'\=
. ' ^2AL

Now variance £•, would be

Ph

(^I'a ^2^^a)4"2^^i^a'3®i^2

when no auxiliary information is employed (5.3.2) becomes'

1

«AL

113

...(5.3.2)

V{E,)o =
nK^a-g-'Pia) («i«a-?P^2)(0i^ai + 02^a2) + 2j?aia20ie2Pi2

- • ...(5.3.3)
If a^=a.^=a. (say) and Pi2=P, then

n£.)o=—
'(giHga^)(l-gP/°c)+2p9,e, p/oc

1-^2

Summary

...(5.3.4)

In the present paper auxiliary characters have been utilised to
build up unbiased linear estimates of:

(0 the population mean on the most recent occasion;

(//) the change in the population mean from one occasion to
another; and

(iii) the overall population mean for all the occasions in case of
two-stage successive sampling.
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